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Intro of Kaaale



The Coolest Dataset
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Prize and Jobs !



= Winners’ interviews



Y,

scikit-learn: general purpose of machine learning
scipy, pandas, numpy, matplotlib
xgboost(dmilc) & lightgbm(microsoft)

Keras (tensorflow & theano), mxnet, torch, caffe



* Then, good luck ...



Test dataset Test dataset
(public leaderboard) (private leaderboard)

Training dataset




Don’t get afraid!



Data Preparation: B

* Basics: select, filter, missing data, ¢

* Remove useless features and dim
e Curse of dimensior

* Be careful ! Don't drop data easily otherwise in ris

c/11/17 Data Application Lab



Data Preparation: Missing V

| |

* Encoding missing values

* Categorical featur
* Unique encode: "unknown”, "

* Binary featu

£

* 1 for positives and -1 for negatives. o
* Numerical featur

* Encode as a big positive or negative numbe
* Impute missing values: mean, med|

* KNN or other algorithm imput
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* Be careful with removal of any feature!

df_titanic.describe()

Passengerld | Survived |Pclass Age SibSp Parch Fare
count|891.000000 |891.000000|891.000000 |714.000000|891.000000 |891.000000|891.000000
mean |446.000000 |0.383838 2.308642 29699118 |0.523008 0.381594 32.204208
std 257.353842 |0.486592 0.836071 14.526497 |1.102743 0.806057 49693429
min 1.000000 0.000000 1.000000 0.420000 0.000000 0.000000 0.000000
25% |223.500000 |0.000000 |[2.000000 [20.125000 [0.000000 [0.000000 |7.910400
50% |446.000000 |0.000000 3.000000 28.000000 |0.000000 0.000000 14.454200
75% |668.500000 [1.000000 3.000000 38.000000 |1.000000 0.000000 31.000000
max |891.000000 |1.000000 3.000000 80.000000 |8.000000 (6.000000 512.329200




Data Visualizatic

Boxplot to check distributi

Scatter plot to check outliers, distributior

Histogram or counterp!

Correlations between feat

More exploratory data anal
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Data visualization



Key Procedure!

Simple model, best model!



Key Procedure!

Features

Feature / \ Data
Extraction Transformation

Feature Feature
Construction



Bag of words: [ "John™, "likes"™, "to", "watch", "movies", "also",
"football', '‘games™, "Mary', 'too" ]

Sentence (1): [1, 2, 1,

1, 1, 2, 0, 0, O, 1, 1]
Sentence (2): [1, 1, 1, 1, O, 1, 1, 1, 0O, O]



>>> from sklearn.feature_extraction.text import TfidfTransformer

>>> tf_transformer = TfidfTransformer(use_idf=False).fit(X_train_counts)
>>> X_train_tf = tf_transformer.transform(X_train_counts)

>>> X_train_tf.shape

(2257, 35788)



|. Feature Extraction: Irr

* Patch extraction

* sklearn.feature_extraction.image.extrac

* Deep learning: Convolutional neural
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Avoid dominance of features with large numerical values
Speed up the gradient descent training
Improve the performance greatly for some models

Python scikit-learn: MinMaxScaler, StandardScaler



Regularized linear models
KNN
SVM

K-Means

Tree based methods

Naive Bayes



When variable shows a skewed distribution: "symmetry broken”
Normal distribution
Methods: sqrt(x+n), log(x+n), box-cox;

Exploratory data analysis



I1l. Feature Encodir

1. Label encodina

* Encode the cateqgorical features as orde

* "Encoded integers” are usually me
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* Better option!

Sample Category  Numerical

1
2
3
4
5
6
7

Human
Human
Penguin
Octopus
Alien
Octopus

Alien

AW A WN R R

One hot encoding

Sample

1

N o b w N

1

o O O O O

Penguin

0

o O ©o o » O

Octopus
0

o B O =, O O

Alien

=, O B, O © O




V. Feature Selecti

* Select a subset of features to increase the perfc

learning algorith
* Reduce the cost of comr
* Filter out redundant/irrelevant/noisy feat

* “*Curse of dimensionali
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* Always with attention to drop any feature!



* Hard work, creativity & luck!



Allstate Claims Severity Com]



Allstate Claims Severity Col

* Predict expected loss value for insu

* Evaluation metrics: mean absolute

* MAE: non-differenti

* 3055 teams participated ulti



train.head|

id | cat1|cat2|cat3 |cat4 |cat5|cat6 |cat7 (cat8|cat9|...[cont6 cont7 cont8 (cont9 |cont10 [cont11 |[cont12 |cont13 |cont14
0|1 (A B A B A A A A B .[0.718367 | 0.335060 | 0.30260|0.67135(0.83510|0.569745 | 0.594646 [ 0.822493 | 0.71484
112 |A B A A A A A A B .10.438917|0.436585|0.60087 [ 0.35127 (0.43919|0.338312 | 0.366307 | 0.611431 | 0.30449
2|5 |A B A A B A A A B .10.289648|0.315545|0.27320(0.26076 | 0.32446|0.381398 | 0.373424 | 0.195709 | 0.77442
3|10|B B A B A A A A B .10.440945|0.391128 | 0.31796 [ 0.32128 | 0.44467 | 0.327915|0.321570| 0.605077 | 0.60264
411 |A B A B A A A A B .10.178193|0.247408 | 0.24564 [ 0.22089 (0.21230|0.204687 | 0.202213 | 0.246011 | 0.43260

5 rows x 132 columns

* No missing values in all the raw data.

e However ...®



Il. Feature Engineering: Numeric



feat

/ N\

feat A |feat Bf|feat C
m o[10 |00 [|oo

1100 |10 ||oo0

2(00 |00 \10

Training dataset

%

feat

feat_A |feat_|B |feat_D
m 0|1.0 0.0 0.0
1(0.0 1.0 \ 0.0
2|00 0.0 \1 0

Test dataset




IN\/

Label before transformation Label after log () Label after log (x + n)

Change the evaluation metrics correspondingly.






Build Your Mode!

e Start from simple: single best
* Model ensemble: architec

e Fine tune
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Basic Model: Start from Si

* Get your first model to v
* Cross-validation: 5 ~ 120 fold
e Understand model evaluation
* |nitial hyper-parameters tuning of

e Submission: watch CV score and
* Try different algorithr

* Baseline as a sinale mod
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Algorithms:

5/11/17
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* Out of fold predictions!



* StratifiedKFold
* Down-sampling majority

* Over-sampling minority



Model Evaluation

* Depend on the competition require

* Regression:
* Mean absolute error (MAE

* Root mean squared error (RMS
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Model Evaluation

e Classification:

Logarithmic loss (log-loss) or multiclass |

Mean consequential error (MC

Area under curve (AUC’

* Hamminag loss
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Model Evaluatior

1. Default evaluation metrics by esti

2. Customized evaluation metrics and object!

* Not differentiable, such =
* Slow performan
e Biased in competiti

* Implementation in some algorithm: suc!
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Hyper-parameter Optimizat

* Grid search
* Brute force
* Expensive computatic

* Less efficient

* Random search
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Hyper-paramete

Hyperop?

* https://github.com/hyperopt/hyperopt

° Ranﬂﬁ"

-

e Tree of Parzen



Hyper-paramete

e BayesOptimi
+ Fast and

* https://github.com/fmfn/Bayesi

anOptimization/

* xgboost de



Model Ensemble

e Make weak estimators
e | ess variance
* Less generalization er

* Less possibility of overfitti
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* Diversity!



High correlation between models Low correlation between models



Model Ensemble: Archite
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1. Create a holdout of 20% of the train set
2. Fit nfirst stage models on the 90% train set without the holdout

3. Optimize the weights of second stage model using the holdout dataset
* Brute force

e A stacker model



Architecture |. Blendin

* Pros:
* Working better than bagai
e Simpler than stackir

* More prone to overfittir

e Cons:

* Less data, especially on the 219 <t
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* Winning solution!

The basic idea behind stacked generalization is to use a pool of base classifiers, then using
another classifier to combine their predictions, with the aim of reducing the generalization

error.



Out-of-fold predictions as new features!



Split the train set in 2 parts: train_a and train_b

Fit a first-stage model on train_a and create predictions for train_b

Fit the same model on train_b and create predictions for train_a

Finally fit the model on the entire train set and create predictions for the test set.

Now train a second-stage stacker model on the probabilities from the first-stage

model(s).



Architecture Il. Stackin

* Pros:
 Efficiently utilizing the dat

e Winner solution! Work the best in r

e Cons:

* Information leakaa
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Real Gar

2nd Place Winner:

Alexey Noskov



3. Feature construction:

* Unsupervised methods: distance to cluster centers

* Lexical encoding on categorical interaction features



Linear Random Gradient Neruval
regression forest

Extra trees LibFM xgboost

1150.37290 1105.43686

network

1116.44915

boosting

1166.85430

1189.65998 1176.44433 1126.30971




Averaging multiple runs of XGBoost with different

Averaging

seeds - it helps to reduce model variance;

HEIVEl Adding categorical combination features;

Ob;j. 1Vslel Modifying objective function to be closer to MAE;

LV [alslsB Tuning model parameters




=ETe[o[ls[slll Averaging multiple runs, again;

\eVTs[s I Applying exponential moving average to weights of
Average single network;

HEI (=l Adding SVD and cluster features;

Batch
norm. & Adding batch normalization and dropout;

Dropout




Linear Random
regression forest

1189.65998 W 1176.44433

Linear regression

1113.08059

Extra trees Gradient LibFM

boosting
1166.85430 1150.37290

1126.30971

Huge
Improvement
Of Performance

Gradient boosting xgboost

1099.60251 1100.50998

NEE]
network

1116.44915

xgboost
1105.43686

Nerual network

1098.91721







Nerual network Final solution

(two layers) (three layers)

1098.91721 1098.07061




Tips:

* Insight of the datase!

* Feature engineerin

* Model ensemble, especially st:

e Partner!
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